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To calculate electronic couplings for photoinduced electron transfer (ET) reactions, we propose and test the
use of ab initio quantum chemistry calculation for excited states with the generalized Mulliken-Hush (GMH)
method. Configuration-interaction singles (CIS) is proposed to model the locally excited (LE) and charge-
transfer (CT) states. When the CT state couples with other high lying LE states, affecting coupling values,
the image charge approximation (ICA), as a simple solvent model, can lower the energy of the CT state and
decouple the undesired high-lying local excitations. We found that coupling strength is weakly dependent on
many details of the solvent model, indicating the validity of the Condon approximation. Therefore, a trustworthy
value can be obtained via this CIS-GMH scheme, with ICA used as a tool to improve and monitor the quality
of the results. Systems we tested included a series of rigid,σ-linked donor-bridge-acceptor compounds
where “through-bond” coupling has been previously investigated, and a pair of molecules where “through-
space” coupling was experimentally demonstrated. The calculated results agree well with experimentally
inferred values in the coupling magnitudes (for both systems studied) and in the exponential distance dependence
(for the through-bond series). Our results indicate that this new scheme can properly account for ET coupling
arising from both through-bond and through-space mechanisms.

1. Introduction

Electron transfer (ET) plays an important role in many
chemical and biological processes in nature.1-4 For this reason,
the ET reaction in organic and biological molecules has been
the subject of continued experimental and theoretical research.
Long-range intramolecular ET reaction has been under intensive
study because of its direct relationship with the redox processes
in many important biological systems.5-8 Electron donor (D)
and acceptor (A) chromophores linked by a rigid, covalent
spacer (bridge (B)), forming a D-B-A system, have attracted
considerable attention because they allow systematic controls
over molecular properties and fundamental characterization.
Thereby, fundamental questions such as how the distance and
orientation between donor and acceptor groups affect ET rates
can be addressed experimentally. More importantly, D-B-A
molecules are potential candidates for molecular devices,
including molecular rectifiers,9,10switches,11 wires,12 machines,13

photovoltaic cells,14,15 and nonlinear optical materials.16,17

For a nondiabatic ET reaction, the rate constant is generally
described by1,18

whereVif is the electronic coupling matrix element and FC is
the Franck-Condon weighted density of states. Fundamental
characterization ofVif is important for understanding the nature
of ET reactions. For example, experimental studies have shown

that long-range ET couplings can be mediated by the through-
bond and through-space mechanisms.19,20Moreover, the distance
dependence of ET coupling magnitudes is an important char-
acteristic for bridge mediated couplings. For insulators, there
exists an exponential distance dependence which is described
as21-23

where Vif
0 is the electronic coupling element at a reference

donor-acceptor distancer0, andâ represents the rate of decay
over distances. Experimental studies have suggested thatâ is
around 2.8-3.0 Å-1 for through-space ET,24 about 0.8-1.1 Å-1

for through-bond ET in saturated hydrocarbon bridges, and about
0.90 Å-1 in rigidly fused cyclohexane.25-27

For ET reactions in photoinduced systems, the initial state is
a locally excited (LE) state and the final state is a charge-transfer
(CT) state. The photoexcitation creats a LE state localized to
either the donor or the acceptor fragment, and the subsequent
charge-separation may be an ET or a hole-transfer (HT) event
(see ref 28-30, for example) depending on the nature of the
molecule. Without loss of generality, in this report, we will focus
on systems where thedonor is photoexcited, and an ET reaction
was induced; i.e.,

To calculate ET coupling involving excited states, the general-
ized Mulliken-Hush (GMH)31 has been a widely used method.
The GMH method assumes that the dipole operator in the
diabatic basis is diagonal, allowing values from the adiabatic
space to be used to calculate the Hamiltonian off-diagonal matrix
elements (in the diabatic space). We note that the zero transition
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dipole assumption restricts its application to transitions with a
charge-transfer nature only. Unlike most energy-gap based
methods, the application of GMH is not restricted to the
transition state geometry, making GMH an attractive method
for large systems. In GMH, the coupling strength is given as31

whereµif is the transition moment,∆Eif is the energy difference,
and∆µif is the permanent dipole moment difference, all of which
are calculated between the initial and final states of an ET
reaction. Calculation of the electronic coupling value requires
simultaneously characterizing the LE and CT states, typically
through an excited-state calculation. In previous applications,32,33

semiempirical ZINDO/S has been used. ZINDO/S is known to
reproduce spectroscopic properties well for organic molecules.34

Thus, the spectroscopic parameters derived from ZINDO/S
Hamiltonian allow reasonable estimation of the ET coupling
via the GMH scheme.

There are several ab initio schemes to calculate ET coupling
between two charge-localizingground states, such as direct
coupling,35-37 Hartree-Fock Koopmans Theorem,38,39 or the
recently developed spin-flip scheme.40 These first-principle
methods are attractive because they allow systematic improve-
ments and do not use empirical parameters. However, estima-
tions of ET coupling involvingexcitedstates with ab initio
methods have been rare. MCSCF wave functions were used in
a block diagonalization scheme.41 One related work tested for
the Condon approximation in ET coupling using CIS-GMH.42

For a biphenyl alcohol radical anion, a nonphysical change in
the GMH coupling is reported as the torsion angle between the
two phenyl groups varies. In this case, the twoπ* molecular
orbitals are similar in their energies but have different electron
occupation, a situation that often leads to a large nondynamical
correlation effect, and this may contribute to the observed
nonphysical behavior. In another recent report, time-dependent
density functional theory (TDDFT) with GMH was used to
calculate the ET coupling between thegroundstate and a series
of excited states of a molecule.43 However, the validity of the
most commonly used density functionals in calculating charge-
transfer properties is still in question.44

An alternative approach is to calculate GMH coupling with
ab initio wave function based theoretical models, which are not
excluded from treating charge-transfer states. As the simplest
ab initio model for excited state, CIS can be used for very large
molecules. The energy of a CT state has been shown to exhibit
correct Coulombic 1/r distance dependence in state energies.44

Therefore, it is desirable to develop a CIS-based scheme for
ET coupling through the GMH method.

Most of the ET reactions studied take place in a condensed
phase, but previous calculations of ET coupling rarely treated
the surrounding media. There are many solvent models that
account for the influence of a dielectric medium in a quantum
calculation (e.g., see ref 45 and references therein). As a
simplification, point charges have been used to characterize the
effect of amino acid residues when modeling a molecule
embeded in a protein.46 It was shown that such simple
approaches can yield good results for ET couplings in the
reaction center protein of a photosynthetic purple bacterium.
Point charge models offer the approximate long-range interaction
with the environment, and they are computationally simple to
implement. The image charge approximation (ICA)47 offers the
first-order effect arising from the dielectric media, which is

useful in molecular dynamics simulation in place of bulk
dielectric.48 In the present work, we test to see if a simple ICA
model could be useful in quantum chemical computation for
ET couplings.

In this work, we propose to use ab initio quantum calculation
to characterize the electronic coupling of photoinduced ET
reactions, i.e., coupling of two excited states, a locally excited
(LE) state and a charge-transfer (CT) state. We use CIS to
characterize excited states and GMH to calculate ET coupling.
We will show that the CT state is sometimes coupled to a high-
lying locally excited state, leading to a large transition dipole
and consequently overestimating the ET coupling. To remove
such an artifact, we propose employing a solvent model to lower
the energy of the CT state. A simple model such as ICA reduces
the energy of the CT state, and as a result, the erroneous mixing
with the high energy LE states is removed. The coupling strength
is largely insensitive to many details of the solvent model. We
show that ICA improves the quality of the result without
increasing the computational complexity and can be used to
monitor the quality of ET couplings. The calculated GMH
coupling strengths agree well with experimentally derived
values.

2. Theory and Methods

2.1. Image Charge Approximation.We model the solvent
reaction field using the image charges arising from the Mulliken
atomic charges, which are derived from a CT state. We assume
the solute molecule is placed in a spherical cavity embedded in
a dielectric medium. The position and magnitude of such image
charges were derived in ref 47. The reaction potentialVim is
approximated as the potential created by the image chargesqA

im

at rbA
im that are defined as

located at

whereR is the radius of the spherical cavity,ε is the dielectric
constant of the medium,rbA is the position vector of the atom
A, and qA is the Mulliken charge on atom A. Unless noted
otherwise, in all of our ICA models, the origin was at the center
of nuclear charges of the molecule, and a cavity radiusR )
(rmax + 1.5) Å was used, wherermax is the largest distance
among allrA’s.

In our calculation, the Mulliken charges{qA} are calculated
from the CT state. The charge distribution is changed when the
solvent model is employed. Therefore, a self-consistent iteration
should be used to obtain a converged solution. As will be shown
in the following sections, the calculated ET coupling is weakly
dependent on the details of the solvent model, including the
use of the self-consistent iteration, and this weak dependency
is consistent with the Condon approximation.49 Therefore, unless
indicated otherwise, all of the results reported in this paper were
obtained using the Mulliken charges derived in a vacuum.

2.2. Through-Bond vs Through-Space Coupling.In D-B-A
molecules, the overall ET coupling is composed of two
contributions:50-52
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whereE is the energy of the electron being transferred. The
first term VDA

0 represent the through-space contribution, and
the second term is a bridge-mediated superexchange coupling,
which is also known as the through-bond contribution.

We calculatedVDA
0 using a model containing disconnected

donor and acceptor fragments. Hydrogen atoms were added to
fill broken covalent bonds. The positions of these extra H atoms
were optimized to minimize the artifact of truncation. If the
calculatedVDA

0 was much less than that of the full molecule,
we concluded that the second term, bridge-mediated coupling,
was important. If, however,VDA

0 was close to the full-molecule
coupling Vif calculated, we concluded that the through-space
coupling was in effect.

2.3. Other Computational Details.For a systemic charac-
terization of the CIS-GMH scheme, we calculated the electronic
coupling in photoinduced ET reactions in the well-studied series
of dimethoxynaphthalene (DMN)-[polynorbornyl-(n,σ-bonds)]-
dicyanovinyl (DCV) molecules, denoted as the1[n] series (Chart
1).28 Previous studies of1[n] have shown that ET is mainly
through superexchange mediated by theσ bonded spacers, with

the rigid norbornylogous units holding the donor and acceptor
fragments at a fixed distance and relative orientation. We further
tested the same calculation scheme on a pair of molecules where
4-piperidinylnaphthalene-1,8-dicarboximide (ANI) was the elec-
tron donor, andN-(n-octyl)pyromellitimide (PI) was the electron
acceptor, and both were attached to either 1,5- or 1,8-positions
of a dibenzobicyclo[2.2.2]octatriene (DBO) spacer, forming
either a cofacial or noncofacial compound. The molecules were
denoted as2a and 2b shown in Chart 2.29 They have been
reported as a system that demonstrates through-space ET
coupling.

For all molecules calculated in this work, we started with
ground state geometries that were optimized with the density
functional theory (DFT) using B3LYP53/6-31G* settings.
Photoinduced ET reactions take place in the LE state where
excitation is localized in the donor fragment. For an ap-
proximated structure of vibrationally relaxed LE state, we used
a model molecule composed of a donor and a short bridge (e.g.,
molecules1′ and 2′) and optimized it in its S1 surface at the
CIS/6-31G* level. The desired relaxed D*BA structure was
obtained by assembling the model molecule with the rest of
the full molecule in its ground-state structure.54 Because the
LE state is insensitive to solvation, we have performed the
optimization without the solvent model. We show that, for
1[8], the structure built this way and the GMH couplings were
very close to those of the fully relaxed S1 state (Tables S1 and
S2 in the Supporting Information). Their difference in S1 state
energy was less than 0.01 eV. Quantitiesµif, ∆Eif, and∆µif as
required for evaluation with eq 4 were obtained from a CIS
calculation. A developmental version of quantum chemistry
package Q-Chem55 was used for all calculations.

3. Results and Discussion

For the1[n] series, we tested for the effects of many solvent
details and compared our results with previously reported
theoretical and experimental values. Results for molecules2a
and2b are reported and discussed in section 3.4.

3.1. Effects of a Solvent Model.In Figure 1, results using
GMH ( eq 4) from CIS calculations are reported. Without a
solvent model, the coupling strengths for small bridges (1[4]
and 1[6]) are within an acceptable range when compared to
numbers derived from experimental results. However, in the
semilog plot, the coupling strengths do not follow a straight

CHART 1: Series of Norbornyl-Linked D -B-A
Moleculesa

a In the square brackets are the number ofσ bonds in the linking
spacers.1′ was used to find the LE state structure.

CHART 2: Pair of Molecules Where Through-Space ET
Coupling Was Studieda

a 2a: R1 ) PI, R2 ) H. 2b: R1 ) H, R2 ) PI. A third molecule2′
was used to find the structure of the LE state, where R1 ) R2 ) H.

Figure 1. Calculated ET coupling strengths compared with experi-
mental estimates and other previous results. Data with squares are CIS-
GMH results with the 6-31G* basis. Filled squares are calculated in a
vacuum, and open squares are calculated using a solvent model withε

) 37.5 (mimicking acetonitrile). Filled circles are values inferred from
experimental results.58 Filled triangles represent results from a CNDO
Hamiltonian.57
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line, an expected behavior for insulating spacers such as the
σ-bonded fragments for electrons coming from aπ-π*
excitation.21-23,56

When a molecule is modeled in a vacuum, the CT state is
high in energy. The validity of CIS solutions for high-lying states
is limited, because double or higher excitation may play a more
important role than it does in the low-energy region. In addition,
the density of electronic states is much higher than the typical
valence transition region. Thus, the CT state may be in the close
vicinity of locally excited states. If that happens, the eigenstate
from such a CIS calculation will be a mixture of CT and high-
energy LE states. As a result, the transition moment becomes
large due to that mixing, leading to a biased result.

Most photoinduced ET experiments are performed in solution,
where the CT states are significantly stabilized. Thus, with a
solvent model, we can lower the energy of CT states and
possibly avoid the problems of using the high-energy state in
CIS. We have used the ICA model described above (section
2.1) to account for the long-range electrostatic interaction
between the molecule and its surrounding solvent. Results are
presented in Figure 1 and Table 1. It is shown that the model
solvent offers a significant improvement to the results. There
is a smooth exponential decay as the spacer becomes longer.
The magnitudes of coupling strengths are also much closer to
the experimentally inferred values. In addition, with a solvent
model, the coupling magnitudes become weakly dependent on
the basis sets used; i.e., results from 3-21G* and 6-31G* basis
sets are very similar. For comparison purposes, previous
computational results with CINDO/S/CI57 are included in Figure
1. It is shown that ab initio methods offer larger coupling
strengths compared to semiempirical models. As discussed
below in section 3.3.1, the rate of exponential decay with
distances is smaller for ab initio results than for semiempirical
Hamiltonians.

In Table 2, we listed important configurations in CIS
calculations. It can be seen that the mixing of local excita-
tion in the CT state is suppressed with the solvent model,

leading to a smaller transition dipole and a reduced coupling.
The angles between the permanent dipole moment differences
(∆µbij) and the transition dipole moments (µbij) are also listed.
It is shown that, upon inclusion of a solvent, the angle
between the two dipole vectors decreases. Therefore, the use
of a solvent model increases the applicability of the GMH
expression, where an assumption of∆µbij being parallel toµbij

was made.
3.2. Sensitivity to Details of the Solvent Model.3.2.1.

SolVent Polarities and CaVity Sizes.To see how the details of
a solvent model may affect the results, we performed a series
of tests over different solvent polarities and cavity sizes.
Relevant quantities of GMH coupling were included in Figure
2. The figure shows that, with a solvent, the energy gap between
the LE and CT states decreases almost linearly with solvent
polarity. The energy of the LE state changes very little (<0.02
eV) in this test (data not shown). This linear dependence of
excitation energy on solvent polarity is characteristic of a charge-
separated state, and is correctly reproduced in the CIS calcula-
tion. The transition dipole moment between the LE and CT state
(µif) decreases, then increases. The initial decrease ofµif reflects
the change in the composition of the CT state. As shown in
Table 2, the locally excited configuration is greatly reduced
when a model solvent is added.

As shown in Figure 2, in the high-polarity region (solvent
polarity g0.3), the transition dipole momentµif increases as
polarity increases, and the product∆Eifµif, the numerator of the
GMH expression (eq 4), remains nearly a constant. The final
coupling valueV is also roughly a constant in this region. Similar
trends are also observed when the cavity size is varied (right
panel, Figure 2): the final coupling strengthV changes little
when the radius of the sphere cavity is changed. Such a result
is consistent with the Condon approximation, which states that
electronic coupling is weakly dependent on most external
degrees of freedom such as external fields or nuclear coordi-
nates.49

TABLE 1: Electron Transfer Coupling (cm -1) of the 1[n] Series

bridgeσ bond numbers (n)

solvent basis set 4 6 8 10 12

vacuum 3-21G* 2393 1302 673 493 143
6-31G* 2863 1153 852 331 67.3

benzene 3-21G* 1974 805 350 126 43.5
6-31G* 1972 791 289 100 34.8

acetonitrile 3-21G* 1843 622 276 87.3 35.5
6-31G* 1815 584 251 80.1 30.3

CNDO/S/CIa 533 119 34b

CNDO/S/CIc 507 112 35
experimentally inferredd 1830 660

Without the Spacer: Disconnected Model
vacuum 6-31G* 396 0.678 0.00735 <0.007 <0.007

a Reference 59.b This value was inferred from Figure 11 of ref 59.c Reference 57.d Reference 58.

TABLE 2: Major Excitations and Their Amplitudes (in Parentheses) of the First Excited State (LE) and the Lowest
Charge-Transfer (CT) State for 1[6] in a Vacuum and in Two Solvents (Basis Set: 6-31G*)

states vacuum benzene acetonitrile

LE HOMO f LUMO+1 (0.90)a HOMO f LUMO+1 (0.91)a HOMO f LUMO+1 (0.91)a

HOMO-1 f LUMO+2 (-0.34)a HOMO-1 f LUMO+2 (-0.34)a HOMO-1 f LUMO+2 (-0.34)a

E/eVb 4.64 4.65 4.65

CT HOMO f LUMO (0.83)c HOMO f LUMO (0.88)c HOMO f LUMO (0.98)c

HOMO f LUMO+1 (-0.27)a HOMO-2 f LUMO+1 (-0.33)a

E/eVb 7.26 6.91 6.34

θd 25.0 15.8 6.53
a Excitation localized in donor.b Vertical excitation energy.c Charge-transfer excitation.d Angle (in degrees) between∆µij andµij, in a transition

from the LE to the CT state.

11992 J. Phys. Chem. A, Vol. 109, No. 51, 2005 Chen and Hsu



3.2.2. Self-Consistency Iterations.The charges on a molecule
polarize the solvent, and the reaction field in turn affects the
electronic density of the molecule. Therefore, a rigorously
correct solution should simultaneous satisfy both the Schro¨dinger
equation and the Poisson-Boltzmann equation. If the exact
solution is sufficiently close to the solution obtained in a
vacuum, it is possible to start from the latter and obtain the
former, through a series of iterations until self-consistency is
achieved. For one of the molecules we studied,1[8], we tested
to see how different the self-consistent solution was from the
one derived without self-consistency.

In Table 3, we listed results of iterating the calculation, where
we used the Mulliken charges of the CT state from the previous
cycle as the source charges of the ICA solvent model for
calculation in the next cycle. For two different solvent polarities,
it is shown that the solution converges quickly (coupling
converges within six cycles in benzene or three cycles in
acetonitrile). The final ET couplings through the self-consistent
iteration are very similar to the values in the first cycle, where
image charges derived from Mulliken charges obtained in a
vacuum were used. Again, ET coupling depends mildly on the
self-consistency of the ICA model.

3.2.3. CaVity Shapes.Cavity shape is a necessary setting in
a dielectric solvent model. In the ICA model employed, a
spherical cavity was assumed. There is an image charge solution

for rectangular cavities, and we tested to see if it could make a
difference in the ET couplings.

For a solute placed in a rectangular box, there are infinite
number of image charge sets due to successive mirror reflec-
tions. The image charges for each atom A are48

where-∞ < l, m, n < ∞ but l2 + m2 + n2 * 0. The image
charges are located at

wherea, b, andc are the lengths of the rectangular box in the
x, y, andz direction, andrbA ≡ {xA, yA, zA} are the Cartesian
coordinates of the source charge A. As a first-order approxima-
tion, we included the closest six sets of image charges, located
on the positive and negative direction of the Cartesian axis. In
other words, image charges with (l, m, n) ) ((1, 0, 0), (0,(1,
0), and (0, 0,(1) are included. Results are listed in Table 4.

The solvation effect is stronger with this rectangular model,
compared to the spherical model, because the second-order
image charges, which offer the leading order correction, are
always of the opposite signs to the first-order charges included
(eq 8). Nevertheless, the results in Table 4 clearly indicate that
the details of the solvation model do not significantly affect
coupling.

With the results reported above, we conclude that a simple
solvent model can be used for two purposes: (1) improving
the quality of GMH coupling by lowering the energy of the CT
state and (2) ensuring the quality of the calculation by varying
the details of the solvent model, a test to see whether the Condon
approximation is satisfied.

3.3. Norbornylogous Spacers Offer Through-Bond
Superexchange Coupling.In Figure 1, the calculated ET
coupling decays exponentially as the number ofσ bonds in the
spacer is increased. Fitting our results to eq 2 we obtained aâ
value of 0.99 bond-1 ()0.90 Å-1) in acetonitrile with the
6-31G* basis set. This value agrees well withâ′ from the
experimentally observed ETreaction ratesdefined as

which was found to be 0.92-1.25 bond-1, or 0.82-1.11 Å-1,
depending on the solvent.28,60,61

We tested for the role of spacers in mediating ET coupling
by removing the norbornylogous bridge fragment. In Table 1
the couplings of these disconnected systems are reported in a

Figure 2. Effects of solvent polarity (left) and cavity radii (right) on
quantities determining ET coupling of1[8]. The values are normalized
to 1 for the maximum values in both panels. For testing solvent polarity,
a cavity radius of 10.5 Å was used. For the cavity radius data, the
dielectric constant was fixed at 37.5.

TABLE 3: Iterations toward Self-Consistency in ICAa

solvent: benzene (ε ) 2.28) solvent: acetonitrile (ε ) 37.5)

cycle
∆E/
eVb

∆µ/
auc

µif/
aud

V/
cm-1 e

∆E/
eVb

∆µ/
auc

µif/
aud

V/
cm-1 e

1 2.17 16.66 0.334 350 1.33 20.09 0.512 273
2 2.20 17.21 0.357 369 1.33 20.09 0.512 273
3 2.19 17.40 0.357 363 1.26 20.17 0.542 272
4 2.19 17.49 0.356 359 1.24 20.18 0.547 272
5 2.19 17.54 0.354 356 1.24 20.18 0.548 272
6 2.19 17.57 0.353 355 1.24 20.18 0.548 272

a Shown are CIS/3-21G* results with1[8]. In each cycle, the
Mulliken charges of the CT state from the previous cycle were used to
generate the image charges. Image charges of the first cycle were
generated from a calculation in a vacuum.b Differences in vertical
excitation energies.c Differences in permanent dipole moments.d Tran-
sition dipole moments.e Electronic couplings.

TABLE 4: Test of Electronic Coupling with a Rectangular
Cavity in a Dielectric Solvent, with Molecule 1[8]a

solvent ε d/Åb ∆E/eV ∆µif/au µif/au V/cm-1

acetonitrile 3.0 0.486 20.46 1.34 255
37.5 3.5 0.871 20.41 0.760 260

4.0 1.17 20.28 0.573 266
ethyl acetate 6.0 3.5 1.34 20.01 0.503 273
tetrahydrofuran 7.5 3.5 1.24 19.95 0.542 272
dichloromethane 9.1 3.5 1.17 20.28 0.574 266

a Shown are results from CIS/3-21G* calculations. The definition
of symbols follow those of Table 3.b When the center of nuclear
charges of the molecule is set to origin, the two planar boundaries of
the cavity in thex (y, z) coordinate are placed at((d + |xmax|) [((d +
|ymax|), ((d + |zmax|)], wherexmax (ymax, zmax) is the largest atomicx
(y, z) coordinate in their absolute values.

qA;l,m,n
im ) qA(1 - ε

1 + ε)|l|+|m|+|n|
(8)

rbA;l,m,n
im ) {x,A;i,j,k

im ,y,A;i,j,k
im ,z,A;i,j,k

im } )

{(-1)lxA + la, (-1)myA + mb, (-1)nzA + nc} (9)

kET ) kET
0 exp(-â′d) (10)
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separated row. The coupling values are much smaller and they
decay very steeply compared to the other results. With these
data, we confirm that ET coupling in this series is mediated by
the through-bond mechanism.

3.3.1. Comparison with PreVious Results.Larsson et al.57 and
Clayton et al.59 have employed a semiempirically parametrized
Hamiltonian with configuration interaction (CNDO/S/CI) to
calculate the transfer integral of the1[n] system. Coupling values
were derived from minimum energy differences between the
LE (D*BA) and CT (D+BA-) states, with external charges57

or electric fields59 applied. Both results are very similar,62 and
the coupling values are a few times smaller than the those
inferred from experimental measurements.

The distance dependenceâ values have been estimated in
many previous works. The energy splitting of the twoπ or π*
orbitals in polynorbornane dienes have been measured and
calculated via Koopmanns’ theorem in the Hartree-Fock theory.
â’s were estimated to be 0.88 bond-1 for hole transfer, and 1.2
bond-1 for electron transfer.63 The coupling of the ground state
and the CT state of1[n] molecules was obtained from the
charge-transfer absorption band64 and calculated with the
extended Hu¨ckel Hamiltonian,65 with â values 1.4 and 1.2 Å-1

reported, respectively. The CNDO/S results mentioned above57,59

have aâ value of 1.38 bond-1, which is slightly larger than
that of experimental values (0.92-1.25 bond-1).28,60,61

Our ab initio ET couplings are larger than the values from
CNDO/S, by at least a factor of 3. The ab initioâ values are,
in general, smaller than those derived from semiempirical
Hamiltonians. Both the coupling magnitudes and theâ value
we obtained are much closer to those derived from experimental
data58 than those previously reported. Such results may imply
an excellent predictive capability of first-principle based
computation.

Semiempirical methods simplify the Hamiltonian in two
aspects, one is omitting certain two-electron integrals, and the
other is parametrizing the one and two-electron integrals. In
CNDO, many two electron integrals are neglected, including
many Coulomb terms containing differential overlaps and all
of the exchange integrals. The orbital shapes (how they decay
in space) are implicitly assumed in parametrized integrals.
Although at present we are not sure of the exact source of the
discrepancy between the CNDO/S values and our ab initio
results, we note that both types of simplifications in CNDO are
potentially able to contribute to the discrepancy observed.

3.4. Cofacial ET Systems: Through-Space Coupling.
Another system we studied is shown in Chart 2. The donor
(ANI) was placed either in aπ-stacked arrangement with an
acceptor fragment (2a, the 1,5 substituted molecule) or at the
opposite ends of the rigid spacer (2b, the 1,8 substituted one).29

In Table 5 we listed our calculated results. Again, good
agreement between calculated data and experimentally inferred
values is seen. In this case, the use of the ICA solvation model,
with a spherical cavity, does not significantly affect the outcome,
again indicating that the CT character is within the Condon
approximation region.

We have also calculated the through-space coupling from
disconnected donor/acceptor molecules without the bridge, and
the results are very similar to those of full molecules (Table 5).
This result supports a through-space coupling mechanism and
is consistent with previous conclusions. The use of a larger basis
set or inclusion of diffusive basis functions has a larger effect
in the final coupling values than in the1[n] system. This is
another characteristic of through-space coupling. Our results
indicate that CIS-GMH is able to treat the electron tunneling

through a vacuum, and this implies that the wave functions in
the asymptotic region are treated properly.

3.5. Scheme for Both Though-Bond and Through-Space
Coupling. In the previous sections, it is shown that our scheme
using CIS-GMH with an ICA solvation model can properly
estimate both through-bond and through-space coupling. The
underlying interactions of the two contributions, as indicated
in eq 7, are different in nature. Interactions between the excited
electron (typically in aπ* orbital in many photoinduced systems)
and electrons in bridgeσ orbitals must be treated properly to
obtain correct bridge-mediated coupling values. Likewise, in
the through-space case, the wave function’s exponential exten-
sion in space needs to be properly reproduced in the calculation
for a good estimate. We show that the CIS-GMH scheme is
able to treat systems dominated by either through-bond (super-
exchange) or through-space contributions, with results very
similar to those derived experimentally, indicating a good
capability of modeling both types of interactions in ET
couplings. With this result, we conclude that CIS-GMH is a
useful scheme to characterize couplings for photoinduced ET
reactions.

The GMH formalism has been generalized to three-state
situation.66 This approach will be a suitable alternative solution
to resolve the coupling of the CT state to other high-lying LE
states. From the configurations listed in Table 2, it seems
necessary to include two or more LE states in the multistate
GMH approach. Manual assignment and inclusion of important
states will be necessary. It would be interesting to see how
results from our solvent stabilization data compared with results
derived from the multi-state GMH scheme.

4. Concluding Remarks

For photoinduced ET systems, we have developed an ab initio
scheme to properly account for the ET coupling magnitudes.
We showed that CIS can be used for the excited states and CT
states, and that the coupling can be estimated via the GMH
method. For the cases where CT states are erroneously coupled
to high lying excited states, ICA can model the effect of a polar
solvent and reduce the CT state energy. With the ICA model,
we showed that the ET coupling of a LE state to the CT state
(which is another excited state) can be calculated with a CIS-
GMH scheme. Using the Condon approximation, the reliability
of the final coupling values was ensured by the insensitive
response to many details of the solvent model, including the
solvent polarity, shape and size of the cavity and extent of self-
consistency between quantum mechanics and classical electro-

TABLE 5: Electronic Coupling (cm -1) of ANI*-DBO-PI f
ANI +-DBO-PI-

system solvent V/cm-1 a

1,5-Substituted ANI-DBO-PI (2a)
full molecule vacuum 215/252b/241c

benzene 194
acetonitrile 192

without DBO fragment vacuum 185/242b/216c

experimentsd 207

1,8-Substituted ANI-DBO-PI (2b)
full molecule vacuum 1.84/2.37b/3.96c

benzene 1.72
acetonitrile 1.48

without DBO fragment vacuum 0e/0.096b/0c,e

experimentsd 0

a Obtained with 3-21G* basis set unless otherwise noted.b 3-21+G*
basis set.c 6-31G* basis set.d Reference 29.e Coupling is smaller than
0.005 cm-1.
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statics. We demonstrated that our CIS-GMH scheme is able to
characterize both through-bond and through-space ET coupling,
with results close to experimentally derived values. Thus, CIS-
GMH, with a solvent model when necessary, can offer good
accounts of photoinduced ET couplings.
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